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and 
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ABSTRACT 
 

A random variable X is said to be „Self-Inverse at Unity‟ („SIU‟) when the reciprocal 

of X is distributed exactly as X. Habibullah & Saunders (2011) and Fatima et al. (2013) 

propose self-inversion-based modifications to well-known estimators of the cumulative 

distribution function and the cumulative hazard function respectively. Fatima & 

Habibullah (2013a & b) modify the formulae of some well-known estimators of central 

tendency and dispersion for reciprocal-invariant distributions. By performing simulation 

studies, they demonstrate that the modified formulae are likely to be more efficient than 

the original formulae when sampling from distributions self-inverse at unity. Habibullah 

& Fatima (2014a&b) focus on the phenomena of kurtosis and skewness, and propose self-

inversion-based modifications to (i) the well-known Percentile Coefficient of Kurtosis 

and (ii) Kelley‟s Measure of Skewness, respectively. In this paper, we adopt a similar 

approach for proposing a modification to Crow and Siddiqui's Coefficient of Kurtosis, the 

proposed formula being applicable when the sample has been drawn from a distribution 

self-inverse at unity. By carrying out simulation studies based on 1000 samples of various 

sizes drawn from the SIU version of the Birnbaum Saunders distribution, we show that 

the proposed modification yields gains in efficiency which, obviously, has important 

implications for accurate modelling. 

 

 Keywords: Self-Inverse at Unity, Crow & Siddiqui‟s Coefficient. 

1. INTRODUCTION 
 

Habibullah and Saunders (2011) introduce the term “Self-inverse” asserting that a 

non-negative continuous random variable X  will be said to be „Self-Inverse at ‟ when 

the probability density function of / X  is identical to that of /X  . The case 1   

yields “self-inversion at unity” in which case the (1-q)
th

 quantile of the distribution of the 

random variable X is the multiplicative inverse of the q
th

 quantile and, as such, the 

median of the distribution is unity. For some properties of such reciprocal-invariant 

distributions, see Seshadri (1965), Saunders (1974) and Habibullah et al. (2010). 
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Habibullah and Saunders (2011) utilize the property of self-inversion at unity to 

modify the formula of the well-known estimator of the cumulative distribution function 

and demonstrate the usefulness of the modified formula by showing that its sampling 

distribution is narrower than that of the original formula when a large number of samples 

of a particular size are drawn from a distribution that is self-inverse at unity; Fatima et al. 

(2013) obtain a similar result by modifying the Nelson Aalen estimator for estimating the 

cumulative hazard function. 
 

Fatima and Habibullah (2013a) propose self-inversion-based modifications of L-

estimators of three different measures of central tendency of reciprocal-invariant 

distributions, and Fatima and Habibullah (2013b) present self-inversion-based 

modifications to L-estimators of three different measures of dispersion. Habibullah and 

Fatima (2014a) focus on the property of peakedness of a distribution self-inverse at unity 

and propose a modification to the formula of the well-known percentile coefficient of 

kurtosis; Habibullah and Fatima (2014b) propose a modification to the formula of the 

Kelley’s measure of skewness. By performing simulation studies based on well-known 

distributions, Fatima and Habibullah (2013a,b) and Habibullah and Fatima (2014a,b) 

demonstrate that the proposed modified formulae are more efficient than the well-known 

formulae in the estimation of the corresponding population parameters when sampling 

from a distribution self-inverse at unity (SIU). 
 

In this paper, we propose a modification to Crow and Siddiqui‟s coefficient of 

kurtosis and, by carrying out simulation studies based on 1000 samples of various sizes 

drawn from the Birnbaum Saunders distribution, we demonstrate the proposed 

modification yields gains in efficiency. 

 

2. MAIN RESULTS REGARDING RECENTLY DEVELOPED  

SIU-BASED MODIFICATIONS TO ESTIMATORS OF  

CENTRE, SPREAD, SKEWNESS & KURTOSIS 
 

Fatima and Habibullah (2013a) take up the estimation of measures of central 

tendency of reciprocal-invariant distributions, and propose self-inversion-based 

modifications to three L-estimators of central tendency i.e. the mid-range, mid-hinge and 

arithmetic mean. Fatima and Habibullah (2013b) focus on the estimation of measures of 

dispersion, and present self-inversion-based modifications to the range, inter-decile 

range and inter-quartile range. Habibullah & Fatima (2014a) concentrate on the property 

of peakedness of a distribution self-inverse at unity and put forth a modification to the 

formula of the well-known percentile coefficient of kurtosis. Habibullah & Fatima 

(2014b) present a modification to the formula of Kelley’s measure of skewness.  
 

The well-known estimators as well as the proposed modifications are presented in 

Table 2.1. 
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Table 2.1 

Well-Known Estimators as well as the SIU-Based Modifications 

to Estimators of Centre, Spread, Skewness & Kurtosis 

Estimation 

of 

Well-known 

formula 

Modified Formula 

 

Central 

Tendency 

Mid-Range 

  
     

 
 

Mid-Range  

SIU  
 

 
*(     )  (

 
  
⁄     

⁄ )+ 

Mid-Hinge 

  
     
 

 

Mid-Hinge  

SIU 
 

 
*(     )  (

 
  
⁄     

⁄ )+ 

A.M. 

  
∑   
 
   

 
 

A.M.SIU 
 

  
[∑   

 
    ∑  

  
⁄

 
   ] 

Dispersion 

Range 

       
         

 

 
[(     )  (

 

  
 
 

  
)] 

                   
 

 
[(       )  (

 

   
 
 

   
)] 

                 
 

 
[(     )  (

 

  
 
 

  
)] 

Kurtosis 

 
 

3 1

90 102

Q Q
K

P P





 

0<K<0.5 

3 1
3 1

90 10
90 10

1 1

1 1
2

SIU

Q Q
Q Q

K

P P
P P

    
      

   
    

      
    

 

Skewness 
90 10

90 10

2

KelleySk

P X P

P P

 




    

   

1 1

90( ) 90( ) 10( ) 10( )

1 1

90( ) 90( ) 10( ) 10( )

4

Kelley SIU

sample sample sample sample

sample sample sample sample

Sk

P P P P

P P P P



 

 

      
      
     
      

 

 

Through simulation studies based on repeated sampling from well-known 

distributions possessing the self-inversion at unity property, the authors demonstrate that 

each of the proposed modified formulae is more efficient than the corresponding well-

known formula when sampling from an SIU distribution. An outline of the simulation 

results in the case of the Kelley‟s Measure of Skewness and its modified version is given 

in Table 2.2. Here 2000 samples of size 10 each have been drawn from the Birnbaum 

Saunders distribution with      . 

 

3. SIU-BASED MODIFICATION TO CROW AND  

SIDDIQUI’S COEFFICIENT OF KURTOSIS 

In this paper, we focus on the estimation of the kurtosis of a distribution and propose 

a modification to the formula of Crow and Siddiqui‟s coefficient of kurtosis in the case of 

distributions self-inverse at unity. By carrying out simulation studies based on repeated 
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sampling from the Birnbaum Saunders distribution for three different choices of sample 

size, we demonstrate the proposed modification yields gains in efficiency. 

 

Table 2.2 

Coefficient of Range and Coefficient of Variation of the Sampling Distribution of 

the Well-Known Kelley’s Measure of Skewness as well as the Sampling Distribution 

of the SIU-Based Modification to Kelley’s Measure 

 
Well-known Formula 
of Kelley’s Measure 

of Skewness 

Modified 
Formula 

Remarks 

Minimum Value of 

Sampling Distribution 

-0.2064 

 

0.2549 

 
------- 

Maximum Value of 

Sampling Distribution 

0.9315 

 

0.8055 

 
------- 

Range of Sampling 

Distribution 

(Maximum value 

minus Minimum 

value) 

1.1379 

 
0.5505 

Range of Sampling Distribution of 

modified formula  less than Range 

of Sampling Distribution of well-

known formula 

Coefficient of Range 

of Sampling 

Distribution 

1.5693 

=156.93% 

0.5192 

=51.92% 

 

Coefficient of Range of Sampling 

Distribution of modified formula  

approximately one-third of 

Coefficient of Range of Sampling 

Distribution of well-known formula 

Variance of Sampling 

Distribution 
0.0563 0.0080 

Variance of Sampling Distribution of 

modified formula  less than Variance 

of Sampling Distribution of well-

known formula 

Mean of Sampling 

Distribution 
0.5333 0.6090 ------- 

Coefficient of 

Variation of Sampling 

Distribution 

0.4448 =44.48% 

0.1467  

= 

14.67% 

 

Coefficient of Variation of Sampling 

Distribution of modified formula  

approximately one-third of  

Coefficient of Variation of Sampling 

Distribution of well-known formula 

 

3.1 Crow and Siddiqui’s Coefficient of Kurtosis and its Modification in the Case of 

SIU Distributions 

     The well-known Crow and Siddiqui‟s coefficient of kurtosis is given by 

 

97.5 2.5 97.5 2.5
_&_

3 1 75 25

(3.1)Crow Siddiqui

P P P P
K

Q Q P P

 
 

 
 

 

where 
97.5P denotes the “97.5th” percentile whereas 

2.5P  denotes the “2.5th” percentile. 

Utilizing the property of self-inversion at unity, we propose the following modification to 

formula (3.1): 
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2.5( ) 97.5( ) 97.5( ) 2.5( )

2.5( ) 97.5( )

_ _&_

25( ) 75( ) 75( ) 25( )

25( ) 75( )

1

(3.2)
1

sample sample sample sample

sample sample

SIU Crow Siddiqui

sample sample sample sample

sample sample

P P P P

P P
K

P P P P

P P

  
 
  
  
 
  

 

 

3.2 Simulation Study 

In this section, we present the results of a simulation study that has been carried out in 

order to demonstrate that the modified estimator provide gains in efficiency. Self-inverse 

at unity version of the Birnbaum Saunders distribution has been considered for this 

purpose. 
 

We begin by presenting histograms of the sampling distributions of the Crow and 

Siddiqui‟s Coefficient of Kurtosis and the self-inversion-based modified estimator 

obtained by drawing 1000 samples of size 50 each, an equal number of samples of size 

100 each as well as 1000 samples of size 150 each drawn from the Birnbaum Saunders 

distribution with      .  

 
Sample 

Size „n‟ 
Well-Known 

Kelley’s Measure of Skewness 

SIU-Based Modification to 

Kelley’s Measure 
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Sample 

Size „n‟ 
Well-Known 

Kelley’s Measure of Skewness 

SIU-Based Modification to 

Kelley’s Measure 

150 

 

  
Figure 2.3: Histograms of Sampling Distributions of the Well-Known  Kelley’s 

Measure of Skewness as well as the Sampling Distribution of the  

SIU-Based Modification to Kelley’s Measure 
 

Subsections 3.2.1 to 3.2.3 below present a comparison of the sampling distributions of 

the Crow and Siddiqui‟s Coefficient of Kurtosis and the self-inversion-based modified 

estimator based on the coefficients of range and coefficients of variation of the sampling 

distributions. 

 

3.2.1 Comparison of Coefficients of Range: 

Table 3.1 contains maximum, minimum and as well as values of ranges and 

coefficients of range of the sampling distributions of the well-known Crow and 

Siddiqui‟s Coefficient of Kurtosis and the modified estimator.  

 

Table 3.1 

Minimum and Maximum values, Ranges and Coefficients of Range of the sampling 

distributions of Crow and Siddiqui’s Coefficient of Kurtosis and Modified  when 

sampling from the Birnbaum Saunders distribution with   = =1. 

Sample 

Size 

n 

Well-Known Estimator Newly Proposed Estimator 

Minimum Maximum Range 
Coefficient 

of Range 
Minimum Maximum Range 

Coefficient 

of Range 

50 -1.02 11.51 12.53 
1.1945 

=119.45% 
-1.99 10.98 12.98 

1.4438 

=144.38% 

100 2.87 9.53 6.66 
0.5371 

=53.71% 
3.09 9.41 6.32 

0.5056 

=50.56% 

150 2.40 6.65 4.25 
0.4696 

=46.96% 
2.56 7.17 4.60 

0.4728 

=47.28% 

  

3.2.2 Comparison of Coefficients of Variation 
Table 3.2 contains means, variances and coefficients of variation of the sampling 

distributions of the well-known Crow and Siddiqui‟s Coefficient of Kurtosis and the 

modified estimator.  
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3.2.3 Discussion and Interpretation 

It is interesting to find that, contrary to expectations, the coefficient of range of the 

sampling distribution of the self-inverse-based modified estimator is not substantially less 

than that of the well-known Crow and Siddiqui‟s Coefficient of Kurtosis. However, for 

each choice of sample size, the histograms of the two sampling distributions 

 

Table 3.2 

Means, Variances and Coefficients of Variation of the sampling distributions of 

Crow and Siddiqui’s Coefficient of Kurtosis and Modified  Estimator when 

sampling  from the Birnbaum Saunders distribution with   = =1. 

Sample 

Size 

n 

Well-Known Estimator Newly Proposed Estimator 

Mean Variance 
Coefficient 

of Range 
Mean Variance 

Coefficient 

of Range 

50 4.574 2.324 
0.333 

=33.3% 
4.424 1.173 

0.245 

=24.5% 

100 5.495 1.362 
0.212 

=21.2% 
5.021 0.853 

0.184 

=18.4% 

150 4.001 0.561 
0.187 

=18.7% 
4.035 0.334 

0.143 

=14.3% 

 

Testify to the well-known assertion that the range is unduly affected by extreme 

values. As far as the coefficient of variation is concerned, we find that, for each of the 

three choices of sample sizes, the coefficient of variation of the modified estimator is 

smaller than that of the well known estimator. 

 

4. CONCLUDING REMARKS 
 

In this paper, we have utilized the property of self-inversion at unity to propose a 

modification to the formula of Crow and Siddiqui‟s Coefficient of Kurtosis and, through 

a simulation study based on repeated sampling from the Birnbaum Saunders distribution, 

have demonstrated that the modified formula yields an estimator the sampling 

distribution of which is narrower than that of the original estimator in the case when one 

is sampling from a distribution that is self-inverse at unity. It appears that it may be 

useful to adopt the proposed formula as an estimator of the kurtosis of the distribution 

when one has reasons to believe that a single-parameter distribution defined on the 

positive half-line and invariant under the reciprocal transformation is a suitable 

probability model for the data at hand, and one is interested in efficient estimation of the 

distribution-parameter on the basis of the kurtosis of the distribution. 
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ABSTRACT 
 

Assessing the strength of agreement among clinicians is one of the main concerns of 

medical researchers. In medical science scoring methods are commonly used for assessing 

certain deformities. Development of valid scoring systems requires substantial agreement 

between the raters. The Kappa statistics is one of the most widely used statistical technique 

for assessing the degree of inter-rater agreement for qualitative items. Despite of its 

popularity, kappa statistics has some serious weaknesses due to which it has been replaced 

by AC1 statistics proposed by Kilem Gwet in 2001. It has been proved that Gwet’s AC1 is 

more stable and less affected by prevalence and marginal probability than Cohen’s Kappa.  
 

It is noted by the authors of this paper that for same sample size, same overall 

agreement and same off diagonal numbers but different diagonal numbers the magnitude 

of Gwet’sAC1 statistics changes considerably. However, any agreement statistics should 

provide approximately similar results. On this basis we have proposed a new and simpler 

formula “SNI statistics” based on minimum expected agreement which is more stable in 

comparison to both agreement statistics.  
 

 Key words: Examiners’ reliability, Cohen’s Kappa, Gwet’sAC1, Adjusted Kappa,  

 

INTRODUCTION 
 

Assessing agreement between independent raters appraising same rating system is of 

very much important concern in medical and social sciences. Scoring or rating systems 

are widely use in medical sciences in order to judge whether patient has particular disease 

or not. Inter-rater agreement also helps in evaluation of reliability of such scoring and 

rating systems. Cohen’s Kappa is the most widely used statistical method for evaluating 

inter-rater agreement. But it has already been shown that Kappa statistics is not 

satisfactory. In 2002, Kilem Gwet has shown that Kappa statistics is greatly affected by 

marginal probabilities and prevalence (Gwet 2002). Considering, unreliability of Kappa 

statistics Gwet proposed alternative method AC1 statistics which is proved to be more 

stable and less affected by prevalence and marginal probabilities in comparison to Kappa 

statistics(Gwet 2002, Wongpakaran, Wongpakaran et al. 2013). 
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Kilem Gwet recommended the use of chance-independent agreement which inflates 

the overall probability of agreement. But we noted that for same sample size, same 

overall agreement and same off-diagonal numbers but different diagonal numbers, the 

magnitude of Gwet’sAC1 statistics changes considerably though it should not.  

 

With the intention offixing this issue we have proposed a very simple and easy to use 

formula named “SNI statistics” based on minimum expected agreement which is more 

stable and remains approximately the same for same sample size and for same overall 

agreement but different diagonal numbers. In this paper we have compared the results of 

this new formula with both Cohen’s Kappa and Gwet’sAC1 statistics.  

 

STATISTICAL ANALYSIS 

Cohen’s Kappa and Gwet’sAC1 statistics were calculated using STATSDIRECT 

software. Manual calculation was also performed. 
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where P is the percent of observed agreement 
 

  
∑                                                                   

 
   

                               
 

 

and    is chance agreement probability calculated as 
 

  ∑ (
                                        

                               
)  (

                                        

                               
)

 
    

 

AC1 Statistics: 
 

    
    

    
 

 

where,    is the chance-independent agreement 

 

FOR 2X2 CONTINGENCY TABLE 
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FOR 3X3 CONTINGENCY TABLEOR MORE 
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where i is the ith number of category and i=1,2,….,q 
 

     (
                                                                                 

  
) 

 


	00 TITLE (New).pdf (p.1-7)

